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Abstract

Systems of systems (SoS) are a hot topic in odty“tonnected global world”. Our aim is not to prde
another definition of what SoS are, but ratheracus on the adequacy of reusing standard systemteiing
techniques within this approach in order to imprpeeformance, fault detection and safety issudarie-scale
coupled systems that definitely qualify as SoS, teder the definition is. A key issue will be to see the
availability of the services provided by the SoSpite the evolution of the various systems compuptie SoS.
We will also tackle contracting issues and respuilityi transfers, as they should be addressed surenthe
expected behavior of the SoS whilst the variouspeethdently contracted systems evolve asynchronously

Introduction

Systems of systems (SoS) can be defined loosety @smbination of systems in order to fulfill someadk of
capability, with the additional fact that the corspmy systems should have operational and managerial
independence. We will not delve into the currertiade of looking for the appropriate definition, a@nour aim

is to start from a real-world generic example addrass concrete issues, which can be used lafeetbthe
current debate.

Henceforth we will deal with several systems tHetaaly provide services to their customers/userd,that are
coupled with some new structure — which we darealba SoS - that provides new (emergent) senticése
customers/users. The coupling creates added valuthe one hand, as new services are availablejtbut
increases the appearance of failure modes witleimtiole chain value on the other hand.

We will show that a straightforward extension oé tstandard functional dependence coupling matnix e
used to provide adequate answers.

Definitions: coupling matrix and system of systems

A key driver to understanding the non-triviality tife current debate on SoS is that, following teeegally
accepted definition, a system delivers productdargkrvices. Hence the combination of systemssgiieh to
a tangle of products and services, which justifiesssearch for an encompassing concept but adte meneral
confusion. The merging of tangible and immater&ue creating entities actually contributes to ¢henplexity
of the resulting structure.

Among the popular definitions of SoS, Mark Maiedifinition [MAI98b] underlines the following proptées:

e Operational independence of the elements: if the SoS is disassembled into its component systems the
component systems must be able to operate independently in an efficient way. The SoS is composed of
systems which are independent and useful in their own right.

e Managerial independence of the elements. the component systems not only can operate independently,
they do operate independently. The component systems are acquired and integrated separately but
maintain a continuing operational existence independent of the SoS

» Evolutionary development: the SoS does not appear fully formed. Its development and existence is
evolutionary with functions and purposes added, removed, and modified with experience.

» Emergent behavior: the system performs functions and carries out purposes that do not reside in any
component system. These behaviors are emergent properties of the entire SoS and cannot be claimed by
any component system. The principal purposes of the SoS are fulfilled by these behaviors.

»  Geographic distribution: the geographic extent of the component systemsis large. Large is a nebulous
and relative concept as communication capabilities increase, but at a minimum it means that the
components can readily exchange only information and not substantial quantities of mass or energy.
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Our approach to managing the creation of valueibdathrough the combination of systems is to adopt
service-oriented picture, and adapt current “produiven” system engineering tools and use therfsasvice-
driven” SoS engineering tools. Indeed when comigisiystems for which products are exchanged, conguone
transformed, the resulting added value is a priotigreater than the sum of all added values ottmeponent
systems. However when considering services (whiehramaterial, can be composed, and have adde@-¥aiu
the consumer and the provider in a predefined ebndé use — cf. ISO/CEI20000) the story changes.
Collaboration between service-providing systemsvedl realizing higher-level services which contrétn the
added value of the target SoS. Henceforth in theelewe will mainly discuss services and relegataucts to
the background.

The engineering tool used extensively in this papéine N2 dependence coupling matrix [MEI98, MBIQRis
used to combine the components into sub-systeraiding the communication means. One aims at oipiin
sub-systems with a strong/high internal cohesiahalbose external coupling.

In our context of SoS, the components are systdims. connections/links/interfaces vehicle combinaiof
products and services. Such combinations can lereggequential or more complex (parallel, braiding...
combinations. By identifying dependence and coltabon between these service-providing systems veags
to enhance and preserve the added value of thett8o$ and to manage the configuration of therlatte

Figure 1 illustrates the former notions with anrapée applied to functional flows. On the left sithe coupling
between four systems (S1, S2, S3 and S4) is rapgezbehy a flow diagram. The right side shows the
corresponding coupling matrix.

s1 Flow Flow
S1—- S2 S1—- S3
S1
S2
S2 Flow s3 Flow
S3— S2 S3—- %4
| S3 Flow Flow sa
S4—- S1 S4—- S3

Figure 1: Coupled systems and the resulting couplnmatrix.

The systems building up the SoS lie on the diagafiahe coupling matrix, whereas the flow exchanged
between a source componérgnd a target componenbf the SoS lies on the correspondiing) cell (the row
corresponds to the source component while the aolisrthe target component).

As an additional feature, we can associate to eatihvarious information, such as the necessarguregs in
order to fulfill the relevant service, or criticarameters/constraints to take into account forstifety or the
nominal functioning of the systems. Actually thid#ional information can be organized so as tddyi@rious
architecture views of the SoS, similar to whatasnmonly done by system architects.

Furthermore, we will detail how it is possible tseuthis matrix to depict dependencies other thanslsuch as
physical interfaces, contractual management ol kedgs.

One of the advantages of this representation jgeld an easy way to read emerging functions amdices: if
there is a path — or a set of paths — leading feosource cells,s) to a target celltt), i.e. a chain of
dependencies [(s,S),3,{i1,i2),-.-,(in1),(t,1)], then the combination (sequential, pkaletc.) of all that services
defines a new service, that can be denoted as @rmgesgce it was not foreseen initially. It can tefined
informally in natural language, as can be seen fitmenexample below, but more interestingly it candefined
formally when one looks at the associated resowandsvhen one knows how to compose formally theices.
We will not detail any formal technique in this gaghat can be used to define compositionally tinerging
services, but they are similar to what is usedriocess calculus (e.g. Milner’s pi-calculus [MIL99$) mobile
communication theory. Furthermore, formal verifioattechniques can be defined that rely on pasdicladgics,
like linear logic (cf. Girard’'s and Lafont's worknolinear logic proof nets [Abrusci 95]), that takesource
consumption into account. This shows how the segimitnivial representation above can be used ektehs
throughout the design and verification processelsimvthe engineering of the SoS.
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Context and case study

We will use below a case study to explain thesecepts and to elaborate the functional dependengpling
matrix. This case study is based upon a NCOIC esasdy, extracted from the Telecommunication Industr
Association (TIA) TR88 scenario, and is the EMS E8©M scenario.
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Figure 2: Operational view of the emergency medicadystem (EMS).

The scenario deals with an accident that involvestéent who has to be evacuated to a medical eesenter.
Various medical emergency means can be used, degeod the initial medical evaluation and the eviodv
condition of the patient. The medical rescue cetiégrends also on these data. Figure 2 illustrhtesase study.

Integration of systems provides new capabilitiestte whole SoS. These new capabilities, which l&ad
improved global performance, are:

e Optimization of medical and emergency resources,

* Reduction of overall processing time, resultingeduction of accident death rate.

These emergent properties and new capabilitiessatio
» Assess medical care (telemedicine, tele-diagnosis),
» Send relevant and optimized resources to the augide
« Assign patients to the relevant available hospitabending on its care needs and of the availalmfit
hospitals’ services,
» Fast patient evacuation to the identified hospital,
» Prepare hospital’s resources function of the pati@agnosis.

These new capabilities and emergent propertiesarlihe integration of systems into a SoS and tharvzed
composition of the following services:
* The automatic call notification (ACN) provides:
0 A natification of the accident to the emergency cahter.
» The emergency call center provides:
0 Localization of the accident to the emergency nadeam,
0 Advised route communication to the emergency mé tkean,
o Accident notification to the physician,
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o Evacuation mission communication to the helicopter,
o Plan transportation to the helicopter,
o Patient evacuation state natification to the haspit
e The emergency medical team (EMT), with an ambulapoavides:
0 Accident scene reconnaissance to emergency cd#ircen
o First medical assessment to the emergency cakkent
o Exams results and medical data (hull scan, eleatdiagram...) to the physician,
o Patient evacuation state notification to the haspit
* The physician provides:
o0 Exams consigns to the emergency medical team,
o Medical diagnosis to the hospital.
The helicopter provides:
o Patient vital data to the hospital,
o Patient evacuation state naotification to the haspit
» The hospital provides:
o Patient evacuation state naotification to the emeeygeall center.

Resulting coupling matrix

The previous description is easily translated theofollowing coupling matrix.

This matrix allows verifying loops of interactiobgtween systems (e.g. servo control) and the s@amdeit of
information.

Automatic * Accident

Call Notification
Notification
* Accident * Accident * Evacuation * Patient evacuation
localization notification mission state notification
Em(:r enc call. Advised route communication
L] communication * Plan
transportation
* Accident scene Medical * Exams results » Patient evacuation
reconnaissance | emergency [ Medical data notification
assessment _Ambulance
* Exams consigng .. * Medical diagnosig
Physician
* Patient evacuation
Heliconter state notification
nelicopter * Patient vital data
communication
* Patient evacuation
state notification Hospital

Table 1: Coupling matrix for the EMS scenario.

Dependence matrix: compatibility and interoperability issues

The previous discussion has eluded the environnwgmith plays an important role in an SoS, as tliedas
very often an open system. However engineering doesope too well with openness, especially whafietg
and configuration management are important issndshave a direct impact on the global ownershig. cds
solution is to internalize the environment withlretSoS, i.e. to model its key features and constdas an
additional system which is interfaced with the otbemponent systems. This is all the more relewdrthe
various behaviors exhibited by the original SoSaltare robust to a large class of disturbancetheaassumed
model of the environment is obviously a simplifieghresentation. From now on, we assume this stefbéen
performed: in our case study, this implies the adtrction of an additional system, denoted by the
“environment”, which has a strong coupling with theedical emergency team/ambulance” (modeling izaff
and weather conditions), a weak coupling with thelitopter” (weather conditions), and a functiooalipling
with the “emergency call center”, which correspomalghe service exchanged in order to control theous
disturbances (weather, traffic, etc.).

4/8



Since the SoS consists of several interconnectst@ g which have been designed a priori withoutwedge

of each other, the various assumptions about therred world of each system may conflict, leadimg t

compatibility problems (e.g. electromagnetic coniplitty between the medical devices on board théalance

and the transmitter used to communicate with theergency call center). These are a special case of

interoperability issues, which are crucial to allomny service exchange between technical systems.

Interoperability is not restricted to the existerafephysical links between the systems. It occursaious

levels; for instance, NATO defines three levelsnbéroperability for military systems:

» Physical interoperability: a communication link rhesist. This link can be wired or wireless, anchat
necessarily IT-based, e.g. voice can be used ameanication medium.

* Procedural interoperability: a protocol and a sgti¢al form must be known and used for exchange.

» Operational interoperability: it refers to the aities related to the operation of a system inc¢hetext of
other systems, e.g. doctrine governing the waysiymtem is used. We differentiate the IT side of the
operational interoperability (semantic interopeligbibetween services) and the user side, i.e. thaw
understands information (sense-making and shateatisinal awareness) [EBR03], [SAS06], [WARO04].

An obvious solution for interoperability is to dedi an interface for each pair of communicating esyst
However this can be achieved only for a small-segltem of systems, since for a large one, the rurab
interfaces necessarily leads to a very high cdsgnideasible.

Max number of interfaces = n(n-1), Max number of inteifaces = n,
Where n = number of systeins Where n = number of systems

Figure 3: Common infrastructure decreases complexjt

Other solutions have to be put in place for interapility, e.g.:

e Usage of a common technical infrastructure for majsinteroperability: in that case the systems @oe
longer peer-to-peer linked, but each one is lintketthe infrastructure.

« Usage of a common service-oriented infrastructune grocedural interoperability: this constitute® th
current paradigm for information or IT-driven syst® and leads to service-oriented architectures. A
“service repository” is expected to facilitate leosthe coupling between systems. It is empty wheated
and knows neither providers nor consumers. Thaeproviding systems access the repository teedtoe
service definition in a neutral representation gkan of the access point to invoke the serviceyice
parameters, and quality of service). The servigesuming systems access the repository to get écserv
according to their need, and the invocation ofrtHevant service is then performed. This servip@s#dory
plays the role of mediator and third party, anddf@e enhances the security of the system by mggkie
service provider to the service consumer.

e Semantic issues for operational interoperabilitg arore complex and not fully mature within the IT
domain. They rely on the definition of common dictaries (called “meta-data registry” in the USrhtere
and “pivot model” in French) which are widely uskxt information systems and provide a public data
model that allows communication between the diffesystems.

This multifaceted infrastructure which ensures gaihmteroperability has to be included within t8eS as a
new component with specific couplings with the valat systems, and it has obviously its own lifeleyin
particular an adequate configuration managementuldhbe performed. Indeed a common infrastructure
facilitates the architecture of the SoS at a gitrete, but not on the longer term: there is a neargssade-off
between immediate added facility (which increadeststerm agility) and increased configuration nmgeraent

in time.
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Coming back to our case study, the following tabdes the coupling matrix and focuses on exchange an
compatibility of services (which are mainly dataduar case), indicating the versions of the exchdrggrvices
(service version on provider side, infrastructuvession, service version on client side). This nsetirat the
system is currently running with the set of serviegsions. From this matrix it is straightforwam gee the
compliance requirements for a service: just loothatcolumn to which the given service pertainghimcase of

a system consuming services from several indepémdenider systems, the former must be compatihita all

the interfaces of the latter through service versiolaptation. For instance, the emergency callreemust
accept the automatic call notification of any ddence the emergency call center needs to haveetessary
adapters to translate the incoming data into ip@r data model.

Automatic [ Accident
—C all notification /

= . versions (2.1, 2.0,
Notification 1.4) (

* Accident * Accident > Plan
localization / notification / transportation /
versions (2.7, versions (4.0, 2.0, versions (2.0,
2.0, 2.7) 3.1) 2.0, 2.0)

Emergency call * Advised route

center communication /
versions (1.9,
2.0, 2.6)

o Accident_ scene Medical o Med_ical data /
reconnaissance / erm versions (3.0, 2.0,
version (1.6, 2.0, EMENYENCY N5y
1.5) team /

Ambulance

Physician

Helicopter o patient vital data
communication /
versions (2.5,
2.0, 2.5)

Table 2: Data exchange and compatibility between sgems.

Managerial independence, system's owner and managesues

While the coupling of systems provides new capt@dsliand services, managerial independence of eksnod
the SoS means that each system is managed indeplgndecluding the evolution of the provided sems, or
the updating of data flows and interfaces. Eachesysvolves apart, depending on its owner’s or mearis
goals, needs and means. On the other hand, systayneperate for a long time. For instance, a aGavger can
use its car for five or ten years, with little oo mvolution of the embedded systems. Such asynchson
evolution issues are critical at the SoS level.

The coupling matrix provides a helpful insight &xkle such issues. Let us illustrate that on theSEdenario.
Table 3 lists the various systems’ owners and mansag

Systems |  Automatic Emergency Medical Physician Helicopter Hospital
versus call call center emergency
ownersand notification team/
managers Ambulance
Owner Customer State or city City or Private City or City or
private private private
company company company
Manager Car System Ambulance System Helicopter Hospital
manufacturer provider manufacturer provider manufacturer system
provider

Table 3: Systems’ owners and managers.

In addition to their variety, it should be noteatihe systems themselves are part of different BoSinstance,
each car manufacturer manages its automatic ctfleadion system with its suppliers. This concethe type
of data, their semantic, syntax and format. Moegpthe evolution of the hospital system may berésailt of
economic constraints. If the hospital system previgpdates the system, what are the impacts oudsting
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upon the interfaces with the other systems? Doetlimpacts necessarily imply evolution of the othelated
systems?

The coupling matrix helps answering such questidnge read it as a process dependency matrixpthsence
of many non-diagonal terms emphasizes tight cogpldn the contrary, a sparse matrix means a weghliog.
Thus the coupling matrix visually identifies sefscomponent systems whose collaboration is bothréigs and
complex for the achievement of the emerging sesvi@me of several possible SoS architecting presassn be
defined:
1. Develop the scenarios describing the critical emngrfunctions.
2. Draw the resulting coupling matrix.
3. Identify the sets of strongly coupled systems (bynuiting the systems, so as transform the coupling
matrix into a block-diagonal matrix, as describedMEI02]).
4. Once the critical sets are identified, adopt onmore of the following policies :
= At least, each owner/manager of a component belgn¢p a critical set should be very
cautious when designing a new version, and venidy interoperability is still ensured;
= Ifitis possible, merge the management of theesystto ensure consistency of evolutions;
= If it is possible, change the perimeter of the eyst by merging them, from a technical point
of view.

When looking at the EMS example for instance, wseole a weak coupling between the medical emergency
team/ambulance and the other systems. Thus thera priori few impacts following evolutions duette car
manufacturer. On the other hand, if the emergerdlyoenter system provider updates the systemethes
many impacts on the medical emergency team/ambelagstem, the helicopter system and the physician
system. In this case, who is responsible for trutions of these systems? Who pays for them?

If the customer systems do not evolve at the sawel,Ithere is an asynchronous evolution of the &wEan
increased risk as to SoS capabilities. Lack of d@npe means lack of interoperability, whence lafs
emergent capabilities of the S0S. The asynchroaeakition issue is very important since owners arahagers
of the various component systems are differenty sitong aims and constraints upon the systemsleabwith
this problem, an independent organization, such atate or an agency, may impose a globally plaramed
orchestrated evolution, resolving such asynchroewotution issues.

Typically, when two systems are strongly coupled amhibit weak coupling with the remaining systerits,
could be appropriate to look at both systems glgtaid have a common organization level respondiine
managing them. Such a question has its importarteenvaddressing the communication infrastructura in
service-oriented architecture: who holds respolisibfor this key asset of the SoS and manages its
configuration, in adequacy with all other evolus@nA straightforward solution would be to have atractor
assuming integration responsibility for each suloettrongly coupled systems. Whether this canpmied to

all problems is another question: on the one harmhn be an advantage for Defense & Security $08jghly
regulated SoS such as the air transportation antradfic management SoS, but on the other harid &n
obvious barrier to spontaneous emergence of neanials.

Coupling matrix, asynchronous evolution and failuremode definition

The previous section hinted at how the couplingrixatould exhibit the impacts of asynchronous etioly
including emergent risks, as asynchronous evolutimy degrade the whole SoS performance and safety.
Indeed, as Levenson et al. [LEV06] write: “oftemgdadation of the control structure involves asyonbus
evolution, where one part of a system changes wittiee related necessary changes in other paremgels to
subsystems may be carefully designed, but congideraf their effects on other parts of the systaml|uding

the control aspects, may be neglected or inadequasynchronous evolution may trigger a failure thie
interface between the related systems and implgasgade effect a failure of the whole SoS. In thise, the
new desired capabilities are not available, andsejosome critical component systems might havdwadahat
would not have occurred under stand-alone condition

A formal verification procedure based on formalhteiques cited before can provide a static failuralygsis of
the SoS. The dependence coupling matrix is a usefuksentation for this, as it enhances readglafitthe
compositional behavior. However it does not givg answer concerning dynamic failure analysis, sitiee
dynamic environment of a behavior during executiannot be captured unfortunately by static degonpt

The only interesting answer, easily provided by approach, is the search for a priori responsigdibetween
owners and managers in case of an identified fillmdeed the incriminated service (either providgda
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system, or arising as an emerging SoS service mbit@tion of existing services) yields a set ofgmoial
responsible actors and resources, identified bylingathe cells of the matrix. This raises the isafe
responsibility transfers, which can be partialllved when an LSI (lead system integrator) or arnothe
appropriate risk-sharing or risk-assuming entitgdésignated. Back to our example assuming the Sw8ging
services are in place, that allows a “real-timedssggnment of the evacuation means and the imneehéstlth-
caring environment following tele-diagnosis. If thatient’'s condition unfortunately aggravates, vetwmuld
carry the responsibility... and the consequence®tdmial sues?

An indication of the “manageability” of a safe So@uld be the number ofindividual interactions irg two
different owners, and therefore requiring the dighment of a contract. This is enlightened by oatbcells in
the following table.

This rather obvious remark should be correlatedh wie impact analysis mentioned before, which setie the
connectivity degree of the various services: irdéans carrying the responsibility should be desigtha priori
for the services with the highest connectivity inghe emergency call center in our EMS example).

Further extensions: towards a dynamical view of SoSanagement

Up to now we have dealt with static representatidsslating in time a specific view of the SoS. Whe
addressing configuration management, a temporadysiads more appropriate, especially for SoS whiaise
major agility issues: in that case each componiactuding the environment) is subject to radicahieges in
time that impact the whole SoS. This can occuhat(togical and physical) architecture level, a thission
level (evolving context of use and change of opegatules), at the organization level (vanishingl amising
actors and/or contractors), etc. The instantaneersions of the coupling matrix and its variousi@ments can
be assembled into a time-indexed bundle, and twe representation provides novel ways to tackle pem
issues such as business strategic or acquisitgress if system integrators are defined, their aesibility
perimeter can be easily correlated to the evolutibthe coupling within the SoS. For instance, tiodoring
mentioned in the previous section that helped getie connected business partners, defines inhilser-
dimensional representation various colored subspéabtained by stacking the individual colored oegi),
which can be analyzed graphically very easily e of intertwining or connectivity.

Although this may seem a little far-fetched, itasresearch direction worth to pursue, especiallgrwhne
remembers that sustainability of complex systemsuisently critical, as it concentrates the majartpf the
budgetary resources of the life-cycle for systeansl that we lack tools to manage such issues.
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